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ABSTRACT
Computational fluid dynamics based solvers have loksveloped for explosion modeling in hazards
analysis. These include a numerical approach tailabe flame acceleration and deflagration to
detonation transition in hydrogen-air mixture ameb tdetonation solvers. The former solves fully
compressible, multidimensional, transient, reach\eier—Stokes equations with a chemical reaction
mechanism for different stages of flame propagagiot acceleration from a laminar flame to a highly
turbulent flame and subsequent transition fromadgéition to detonation. The model has been used to
simulate flame acceleration (FA) and transitionnfraleflagration to detonation (DDT) in a 2-D
symmetric rectangular channel with 0.04 m heigid &hm length which is filled with obstacles.
Comparison has been made between the predictiong as21-step detailed chemistry as well as a
single step reaction mechanism. The effect ofahtémperature on the run-up distances to DDT has
also been investigated.

Comparative study has also been carried out for detonation solvers. One is based the reactive
Euler equations while the other is based on thelsinprogrammed C-burn method. Comparison has
shown that the relatively simple CJ burn approachniable to capture some very important features
of detonation when there are obstacles presehticloud.

INTRODUCTION

Accidental release of hydrogen can result in alligbactive mixture with air. Because of its low
ignition energy and high laminar flame speed, exaveak ignition of hydrogen-air mixture can lead
to rapid flame propagation and acceleration withsfiae transition to detonation, which is the most
destructive type of combustion.

In order to address the related safety issueshbe¢haviour of accelerating hydrogen flames and the
criteria of deflagration to detonation transiti@(T) need to be adequately quantified. The rel&tive
high cost and requirement for specialist facilitiese put constraint on the number and physicé sca
of the experimental tests that can be conductelidatad predictive tools are increasingly regardsd
an alternative for consequence analysis in theldpweent of codes and standards, facility sitting as
well as development of mitigation and protectioraswees.

Lee et al. [1] proposed the well-known SWACER (Satlave Amplification through Coherent
Energy Release) mechanism. This bears close sityiler the induction time gradient theory
developed by Zeldovich in 1970 [2] but offers mggysical insight. According to the SWACER
mechanism, the formation of detonation requires Idicgtion of shock waves through several
localised auto explosions. Based on the synchrbomsaf shock wave and chemical energy release
applied to a single travelling pressure pulse, SWACER mechanism implies that the time sequence
of chemical energy release is coherent with theclslveave it generates and acts to strengthen the
propagating shock.



Kratzel et al. [3] conducted 2-dimensional directmerical simulation of DDT in hydrogen-air
mixture in an obstructed tube. In their simulatiofiame folding in the early phase of the process
following ignition was modelled using large eddynsiation. The predictions were found to be in
reasonably good agreement with the experimental idaitthe actual deflagration and detonation but
failed to capture the transition process from dgiion and detonation. Smirnov et al. [4] simediat
mixture ignition and flame acceleration in 1-D. Yhaso carried out 2-D detonation modelling with
two-step combustion chemistry. A modified Godonavmerical scheme was used to solve the
governing equations. The predicted flow structimegfe 1-D simulations were found to differ greatly
with the change of activation energy.XB-or high E, a region of constant flow was found to follow
the combustion wave. For low,Ea strong (over-driven) detonation wave was itetlafollowing
ignition and gradually slowed down to CJ detonatibar intermediate £ a turbulent combustion
wave was initiated following ignition. This was lkmlved by the gradual increase in the pressure in
between the precursor waves and the flame froné fldme accelerated rapidly and underwent
transition to detonation. It was postulated that #Htceleration of the reaction zone preceded by
several shock waves could be a result of the ictiera of the contact surface with the flame zone
overtaking it [4].

In a brief review of relevant experimental inveatigns of DDT, Khokhlov and Oran [5] commented
that “exactly how DDT occurs is not clear from esipeents, and seems to vary from event to event”.
They further summarised the earlier experimentaleokations of other investigators as presenting
two basic pictures: sometimes it happened insiéefilime brush; sometimes it occurred in the
preheated, compressed material between the leatimgk wave and the flame brush. Subsequently,
they reported a series of numerical simulationdaibnation initiation in a flame brush, focusing on
the role of hot spots and shock flame interacti@g]. Using an in-house physical and numerical
model to simulate the shock—flame interaction ir ttonditions of the reflected shock-tube
experiments, they found that the formation of huaits led to DDT through the gradient mechanism in
the region of unburned material between the flansstband the high-speed shock. The characteristic
time of DDT was predicted to be in the order ofiarosecond and significantly shorter than the time-
scale of the shock—flame interaction itself whistapproximately a millisecond. DDT was predicted
to appear as a sudden explosion. The appearami@ioghead of the flame brush was observed to be
in qualitative agreement with what was observedcantain ranges of Mach numbers in the
experiments [5].

On the basis of their 10-year theoretical and nicakeffort to understand DDT, Oran and Gamezo
[8] commented that to simulate DDT from first pijples, it is necessary to resolve the relevantescal
ranging from the size of the system to the flaniektiess, a range that can cover up to 12 orders of
magnitude in real systems. This computational ehgk resulted in the development of numerical
algorithms for solving coupled partial and ordinatijfferential equations and a new method for
adaptive mesh refinement to deal with multi-scdierppmena. To gain insight into how, when, and
where DDT occurs, they carried out a series of idioiensional numerical simulations of laboratory
experiments designed to create a turbulent flammuth a series of shock—flame interactions. It was
found that these interactions are important foating the conditions in which DDT could occur. The
flames would enhance the strength of shocks pasknogigh a turbulent flame brush and generate
new shocks. In turn, shock interactions with treemigés would create and drive the turbulence in the
flames. Their analysis suggested that the turbiulante itself does not undergo a transition, but it
creates conditions in nearby un-reacted matergdl Would lead to ignition centres, or “hot spots”
which can then produce a detonation through thdd@&th gradient mechanism involving gradients
of reactivity. Obstacles and boundary layers, tghotheir interactions with shocks and flames, were
found to promote conditions in which hot spots dodévelop. Other scenarios producing reactivity
gradients that can lead to DDT were found to inelfldme—flame interactions, turbulent mixing of
hot products with reactant gases, and direct shypgkon.

Vaagsaether et al. [9] simulated flame acceleratioth DDT in a hydrogen air mixture with a code
based on flux limiter centred method for hyperbglictial differential equations. They calculated th
energy source term by a Riemann solver for thermdgeneous Euler equations for the turbulent



combustion and a two step reaction model for hyeinegjr reaction. However, it was unclear whether
the physics of DDT was addressed in the numericalahor it simply used some “numerical switch”
to trigger DDT in the simulations.

In the present study, numerical approaches have d@eloped to simulate flame acceleration and
DDT in a hydrogen-air mixture as well as hydrogetodation.

GOVERNING EQUATIONS FOR DDT SOLVER

Numerical simulations of the DDT process need tdress a wide range of combustion regimes
from laminar flame up to detonations. Hence a Nelvier-Stokes equations solver is required.
These equations show the conservation of mass, mtomeand energy:

Mass conservation equation:

a
2 =-V(pV) (1)

Momentum conservation equation:

%% = —V(pVV) — VP - V& )

Energy conservation equation:

%8 = —V((E + P)V) — V(V) + V(KV(T)) + pqo> o

Spices conservation equation:

2 = —V(pYV) — V(pDVY) — V(KV(T)) + pi> ¥

where p is the mass density, is the velocity, E is the energy density, P isghessure, Y is the mass
fraction of a reactant, K is the thermal conducitoefficient, D is the mass diffusion coefficiemda
® is the reaction source term, afids the viscous stress tensor which includes tearsng in
compressible Navier-Stokes equations with zero bisikosity.

The above equations should be solved along witlopegp set of chemical reaction equations to model
the consumption and production of each chemicahetd which is present during the detonation
process. By using the rate of production and copsiom of each element and the resulting change in
the enthalpy it is possible to calculate the enexgyrce term and the progress rate of the flame.

For the chemistry, Williams’ [13] 21-step hydrogauatoignition mechanism as well as a single step
reaction mechanism are used. Details of the 21ssthpme can be found in reference [13] while the
Arrhenius source term used for the single steptic@awas taken from Gamezo et al. [10]:

@ = 6.85 x 1012 X exp (— 112971 )
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The governing equations are solved using finiteun@ discretization. An implicit Euler time
discretization as well as a total variation dimimng scheme are used for shock capturingrder to
handle the stiffness when using the detailed meshrgra more stable implicit method is used while
the time steps are kept very small with the Counamtber being kept at around 0.01.

For model validations, Both one- and two-dimensionare carried out to verify that the model
predicts the right laminar flame speed for laminggdrogen-air flame and the predictions were found
to compare favourably with the experimental measerés [16].



The formation of detonation fish-cell pattern w#soaecorded by tracking the position of the triple
point. The predicted cell width varies from 0.52@m with an average of around 1.5 cm. This is in
line with previous experimental findings and nuroatipredictions.

Figure 1. The predicted detonation cellular pattern

NUMERICAL METHODS FOR DETONATION MODELLING

For detonation modelling, two solvers have beeretiged. The first is an Euler solver which
neglects the viscous effects. This is used withingles step chemistry for the chemical reaction.
Details of the solver were provided in Heidari bt[24, 15]. The reaction parameters for the single
step scheme were set the same as in our previgugden detonation study [14]:

— (6)

This solver is tuned and tested in the authorsviptes works [14, 15], the reaction is tuned to
reproduce 15 atm CJ pressure and 1970 m/s detonegiocity. The predictions of this solver are also
validated against experimental results in large amadlium scale geometries [14, 15] in terms of
global quantities like overpressure and drag imguls

For comparison, a second solver based on the pnogea CJ burn technique coupled with detonation
shock dynamics is also developed. Because ofritpliiity and computation efficiency, this approach
is much more widely used in hazards analysis irimgldetonation.

The CJ burn technique assumes that the detonatomah velocity is constant and equal to the
Chapman-Jouguet (CJ) detonation velocity. Basethisrassumption a burn time ( is assigned
to each computational cell in the domain.

— (7)

where in the above equation represents the distaeiwveen each computational cell and the closest
initially detonated cell, represents the detomapicopagation velocity and can be modified based
on the shock curvature where shock diffractionsteil]. In the presence of obstacles, should
be corrected for computational cells behind thaasibss as it might be impossible to find a straight
line with length between the initially detonatedlls and all the computational cells. This is
normally achieved by using the Huygens' constructiod level set algorithm [12].

As the leading detonation wave propagates insidedtimain the conservation equations are solved
for the products and the detonation shock dynamissnulated. The effect of shock curvature on the
leading wave is taken into account.

In essence, the CJ-burn method which assumediha¢active flow is one dimensional and the front
of the detonation is a jump discontinuity with iife reaction rate. Such approach was initially



developed for simulating blast waves resulted frenolid explosives. Even if the subsequent

improvement of the method has allowed the 3-dinmraifluid dynamics to be imposed on the blast

wave, it misses out important characteristics efftilly three—dimensional vapour cloud detonation.

This approach will not be able to capture the dewiaof detonation pressure and velocity in complex

geometries and in the presence of obstacles whererdflected shocks need to be taken into

consideration. Since the shortcomings of CJ-Burthoecan be demonstrated better in the domains
with obstacles, a sample vapour cloud with 6 olessacf different size is chosen as the test case to
compare the two detonation simulation method. Eigushows the numerical domain for detonation

simulations in which the obstacles are numbereeé#sy referencing.

NUMERICAL SIMULATIONS OF DDT IN A SMALL OBSTRUCTED TUBE

Preliminary numerical tests have been conductedetify the accuracy of the predicted flame
temperature and velocity as well as detonation spres velocity and cell size. On this basis,
numerical simulations have been carried out forrbgen DDT in a small obstructed tube which is
essentially the same as that in the DDT simulat@frSran et al. [10]. It consists of a tube 2 crghhi
(half size of the actual domain is modelled becaisymmetry) and 1 m long. The tube is filled with
obstacles with the same height of 1 cm. The distdrstween two consecutive obstacles is 4 cm. A
schematic of the computational domain is showniguife 2.
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Figure 2. Schematic of the numerical domain
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—

A structured grid with a minimum size of about 1@&n is used. The left side of the tube is closed
while the right side is open. No-slip reflectingupoary condition is used for the walls and a
symmetry boundary condition is used so only hathefdomain needs to be computed.

The reactive gas is stoichiometric hydrogen-airtomixat 1 atm. The ignition is triggered by aniaiit
circular hot (2000 K) burned mixture region as shawFigure 2.

Figure 3. Flame acceleration and DDT using sing#p shemistry and 300K initial temperature.



Three set of simulations were conducted to comgaeeffect of chemistry and initial temperature.
These include predictions for single step chemiatrgt 300 K initial temperature, 21-step chemistry
and 300 K initial temperature as well as 21-stegnabtry and 293 K initial temperature.

Single Step Chemistry and 300 K Initial Temperature

The predicted flame propagation and acceleratienlustrated in 15 frames in Figure 3. Following
ignition, a laminar flame starts to propagate frim initial ignition centre towards the first obdta
Initially, the flame propagates at the hydrogenifemburning velocity which is about 3 m/s.

Gradually, the flame front starts to accelerat¢hasexpansion of hot gases behind the flame pushes
the flame front further away from the left sidetbé tube. The flame starts to wrinkle and accederat
further after it passes over the first obstaclethin " frame, the flame front, which is right after the
4™ obstacle, appears to be highly distorted. Thesm® in the flame surface area increases thefrate o
energy release which leads to further acceleratibthe flame. After the flame passes tH2 6
obstacle, the rate of energy release is so highittliggenerates several pressure waves ahead of the
flame. The 10 frame shows the flame passing over tHeoBstacle and several clear pressure waves
moving ahead of the flame. The™frame shows a reflected pressure wave from thelsstacle
hitting the flame front. As the flame acceleratetfer, more pressure waves are generated ahead of
the flame. These pressure waves catch up with dhding pressure wave and further amplify it.
Finally, the reflection of a strong leading presswave from the 1 obstacle hits the flame front
which is moving at high velocity in the vicinity dhe leading wave. The flame-shock interaction
generates a hot spot or a strong localised expiagightly before the T obstacle. The high velocity
deflagration wave undergoes transition to detonatight before the 1 obstacle. From this point
onwards, the leading shock wave and the combuségion are coupled and moving together at a
local velocity of about 1990 m/s.

21 Step Chemistry and 300K Initial Temperature

Apart from using the detailed 21-step chemistri/tta¢ other settings are the same as the previous
case. Again the results are illustrated in 15 franmeFigure 4. It is seen that the transition from
deflagration to detonation also happens arounditffeobstacle. A localised explosion which is
formed from interaction of the flame and the refek shock catches up with the leading shock
slightly after the 11th obstacle and a self susthitetonation propagates from that point onwards.

Figure 4. Flame acceleration and DDT using detaileistry and 300K initial temperature



21 Step Chemistry and 293 K Initial Temperature

Predictions with almost the same settings as tegigus case are conducted with a slightly lower
initial temperature of 293 K using the 21-step diethreaction mechanism. As sown in Figure 5, the
flame acceleration process and the intensity ahdéavrinkling are lower in comparison with the
mixture with 300 K initial temperature. As a congeqce, the formation of stronger pressure waves
and transition to detonation are delayed in consparwith the 300 K case. A reflected shock from
the lower side of the tube hits the flame whicimsving towards the tube wall and creates a hot spot
between obstacles 10 and 11. The resulting lochkxplosion moves towards the leading shock and
finally catches up with leading shock at a pointween 13 and 14 obstacle. From that point
onward, a stable detonation propagates througtesief the domain.

Figure 5. Flame acceleration and DDT using detaitezmistry and 293K initial temperature

Figure 6. Numerical domain for detonation simulasio
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Figure 7. Comparison of the predicted pressureitgadon obstacle 4.

COMPARISON OF THE REACTIVE EULER SOLVER AND THE PRO GRAMMED CJ-
BURN METHOD FOR MODELLING HYDROGEN DETONATION

In order to evaluate the two detonation solversnerical simulations have been conducted for a
hydrogen cloud of 10 m in diameter and 0.2 m hi&ghshown in Figure 6, six obstacles with varying

sizes are placed within the cloud to facilitate panison of the predicted pressure and impulse
loading. The ignition point, as denoted by a yelktar, is located at the centre of the cloud.

Figure 7 compares the blast wave propagation amedspre loading on obstacle 4. Since the
programmed CJ burn method cannot adequately mbeeldtonation diffraction, it predicts an earlier
detonation arrival at the obstacle. Moreover, thedjgted peak pressure and pressure history by the
Euler solver are much more complex in comparisah tiat by the programmed CJ burn method. In
accidental investigations, this difference couladléo misinterpretation of forensic evidence imter

of time and damage patterns.
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Figure 8. Comparison of the predicted pressureihgadat monitoring point 1
on the front side of obstacle 5.



Figure 8 shows the predicted detonation propagadioth pressure loadings on the front side of
obstacle 5. As expected, the programmed CJ burhadgiredicts uniform detonation propagation at
approximately the CJ velocity. But the predictiaishe reactive Euler solver have captured more
complex phenomena. The shock detraction arounédest has weakened the leading shock in these
areas and the detonation is locally quenched &iraat while behind obstacle 4, resulting in a pocke
of unburned fuel-air mixture left for a shorwhile behind obstacle 4. However, subsequent
interactions of the two shock waves coming fromasiie direction behind obstacle 4 generate a hot
spot and a localized explosion behind obstacle #lwstrated in Figure 9.
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Figure 9. Comparison of the predicted pressureihggat point 1on the front side of obstacle 5.

As a consequence of this localized explosion, arstary shock wave hits obstacle 5. This secondary
peak pressure is recorded in the pressure diagmedicted by the reactive Euler solver but
completely missing in the predictions of the prognaed CJ burn method. This is expected as the
later is a very simplistic approach for calculatihg blast waves generated by solid explosives and
unable to capture the dynamic interactions betwibenobstacles and the combustion processes in
hydrogen or vapour cloud explosions.

‘Reactive Euler

Figure 10. Comparison of the predicted pressurdihgg on the back side obstacle 5.



: Reactive Euler - Obstacle 5 Reaction Back
F L C.J Bum - Obstacle § Reaction Back
SE+06 [ SE+06 |
T SRS S serosf
g I g
7] 7] L
O AE+0B - @
o L @ 4E+0B |
o o L
2E+0B |- B
o 2E+06 -
| |
ST IERURTIN BRI NATRRTEN SAVER SN BRI B SN oe0—— = 1
0.0016 0.0018 0.002 U_DDZZ 0.0024 0.0026 00028 00016 00018 0002 00022 00024 00026 00028
Time (s) Time (s)

Figure 11. Comparison of the predicted pressurditgg on the back side of obstacle 5

Figures 10-11 show the detonation propagation aesispre loadings on the back side of obstacle 5.
Again, while the CJ burn method predicts a simpiere or less uniform pressure distribution, the
reactive Euler solver predicted much more complesgure distributions.

The difference in the predicted pressure loadingghe two methods implies that the predicted
impulse which is an important parameter in riskeasments and safety analyses would be different
using the two presented methods here. To investifyather, the predicted impulse using the two
methods in two monitoring points, one on obstacknd another one on obstacle 5 are compared in
Figure 12. The corresponding pressure diagrambkesettwo points are presented and compared in
Figures 8 and 7.

The impulse per unit area is calculated using egqudi2:

t
I = [ Pdt 12
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Figure 12. Comparison of the predicted impulse lostarcles 4 (right) and 5 (left) by the CJ burn and
reactive Euler methods



As expected from the pressure diagram in Figurin&,CJ burn method predicts an earlier impulse
building up on obstacle 4 starting 0.8 ms afteriginétion, whereas the reactive Euler solver prexdic
a later shock arrival roughly at about 1 ms aftgrition. However the predicted impulse using the
Euler method has a higher growth rate leading twab0% higher impulse at about 2.2 ms time.

The predicted impulse on obstacle 5 shows an eiggebdifference. Despite similar shock arrival
time, the resulting pressure loading on obstackend corresponding impulse by using the Euler
method are predicted to be twice more comparetddCtl burn results. The observed differences are
thought to be due to the simplifications in theb@dn approach which neglect the dynamic interaction
between combustion and fluid dynamics as well @ig fhbstacle interaction.

CONCLUSIONS

CFD based numerical approaches have been developeaodelling flame acceleration, DDT and
detonation in hydrogen safety analysis. For flaroeekeration and DDT, the solver is based on the
solution of the full Navier-Stokes equations. Nuitar simulations have been conducted for
hydrogen DDT in a small obstructed tube using &t2p-reaction mechanism as well as a single step
reaction mechanism. The predictions are in readpngtod agreement suggesting that properly
defined single step reaction mechanism is sufficienDDT calculations in hazards analysis. It has
captured the important salient features includitggmé propagation, acceleration and hot spot
formation during the DDT simulations. Further nuiogr simulations with different initial hydrogen-
air mixture temperatures have shown that a 7 Kagolu in initial mixture temperature caused about
10-20% increase in the run-up distance.

For detonation, comparison has been carried owdset two solvers, the first is based on solving the
reactive Euler equations while the second is thatively simple programmed CJ burn technique.
Although the programmed CJ burn technique is coatpmrtally cheaper than the reactive Euler
solver, the underlying simplifications neglect thgnamic interaction between combustion and fluid
dynamics as well as fluid obstacle interaction. SEhean cause significant discrepancies in the
predictions of the pressure and impulse loadingpe@ally in the presence of obstacles in the
numerical domain.
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